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1. Auditory Imaging Hypothesis

Over theyears,many researchers haused auditonyimages to model auditory
perception. Acorrelogram is an auditoryimage thatmeasureshe temporal regularity
of an auditory stimulus. A correlogram represents an auditory stimulus as a function of
three variables: cochlear position or best frequamrgus shortime periodicity, as a
function of time. Psychoacousticians sindeklider (1951) haveusedthe correlogram
to model pitch perception and, more recently, auditory scene analysis.

We knowthat theauditory system encodésmporal regularityprecisely.That it
does is not surprisingnany systems produce feriodicresponse to periodic input.

Yet the auditorysystem goes out of its way to presethe temporal aspects of the
signal. What is the brain doing with this temporal precision?

| hypothesizethat the auditory system builds a representation swfund that
distinguisheghe temporal aspects of tis®und. There are manyays tocompute a
correlogram. | describe three approaches and test their performance with three different
auditory tasks.

In this paper, | describe the role of correlograms in explaining humaarémal
auditory perception. Section 2 explains wtia neurophysiologicalata tell usabout
temporal processing. Section 3 descritheee mechanism®r measuringhe temporal
regularity of a signal. Section discussesheresponse ofthree correlogram models to
well-known tests that are based on neurophysiologypitok perception. Conclusions
are presented in Section 5.

2 Neurophysiological Data

The neurophysiologicatlatafor correlogramlikeprocessingare tantalizing, and
incomplete. The evidence takdsur forms: (1) the preservation oftemporal
information, (2) the existence of modulation transfer function (MTF) majpsnpfitude
modulation(AM) or periodicity information,(3) the evidencefor delay lines in the
binaural system, and (4) evidence for delayed spikes.

1. Temporal information: Many researchéesg., Cariani1996) have noted that the
timing of auditoryneuron spikes encodesuch of the information needed to
model human psychoacoustiesponses.But the presence othis temporal
information in the spike data does not explagw the brainusesand extracts the
temporal cues.

2.  MTF maps: Langner (1988) and other researchers have me#isuregponse of
inferior colliculus (IC) neurons toamplitudemodulation. They havdound an
ordered array of thesmeuronsthat maps cochlear best frequenwersus
modulation frequency. However, correlograms base®R data donot fit the
psychoacoustic data, as | will discuss in Section 4..



3. Delaylines: A directway to implement a periodicity detector is tse adelay
mechanism. Carr (1990) armther investigators have mappegesponseswith
systematic delays for binaural localization in dvel, and Suga (1990) has found

long delays in the bat's echo-location system. No equivalent structure is currently

known in the monaural sections of the human auditory system.

4. Delayedspikes:Depireux(1997) have reported neurdiata that arsynchronized
to the stimulus modulation, and haw&hown evidence oftwo spike sources
separated by a range of fixddlays. Figure khowsthe autocorrelation of the
data from a representative sitg modulation frequencies froh00Hz to500Hz.
The autocorrelation shows a strgmgriodicity at the fundamentpkriod, aswell
as additional structuraroundeach of the fundamentedsponsesNotice that, in
the 100Hz case, there are tamall peaks,indicated by therrows. These peaks
stay at a fixed distance from the large peaks as the modulation freaqiremgyes.
This patternsuggestghat two spike sourceare firing at the basiperiodicity,
separated by 2ms from each other.
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3 Correlograms

We use a gammatone filterbank (Patterson 1995) to model the cochlea and provide

the input to each correlogram. A simple half-wave rectf@ves as a detector, and the
result is the predicted spike rate.

There are three different methods to summarize the temporal aspects of an

auditory signal. All three methodgrocessthe output of a filterbank model of the
cochlea, but they differ greatly in their perspective.

The first, the autocorrelation correlogram proposed by Licklider, is the
simplest to describe mathematically. T$exondthe auditory image model (AIM)
proposed by Patterson (1995), converts a fast matiegm of auditory nerve firings
into a stablepattern. Iwill describe several variations of AlMFinally, several
neurophysiologisthave measured theesponse of auditory neurons &mplitude
modulation. From this data, we createMifF correlogram.

No matterhow we calculate thecorrelogram, we assembéd the channels by
characteristidrequency, tocreate an imagsuch as those shown in Figure 2. The
correlogram shows periodicity along the horizomtels versusharacteristic frequency
of each cochlea channel along the vertical axis. For any given austitoylus, a dark
vertical line indicates that the signal is periodic with that time interval.
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Figure 2 — Three different correlograms ofl4/Hz pulsdrain. Thedark vertical line
in each picture corresponds to a commaon response at 6.8ms.

3.1 Autocorrelation Correlogram

Autocorrelation is the simplest method to measure the temporal regularity of a
signal. The autocorrelation of a signal is defined as

R, (T) = f X(t)X(t + 7)dt,
so R, (1) tells us how much the signal is like itselfseconds later.

This ideal correlogram is difficult to implement and makes sense if the signal only
has finite energy and never changes. Instead, we compute the autocorrelation over short
time windows. | choose a segment of the signal using a wing@yv

X, (S) = w(s)x(t +9).
Then, the local autocorrelation is written as

Ru(t.T) = [ % ()% (s+T)ds.
This definition is convenient because we can compute it efficiently using the fast Fourier
transform (FFT). Other methods—for example, usingxponential weighting (Yost
1997)—produce similar results.

3.2 AIM Correlogram

Patterson’sAIM converts a pattern of auditogpikesinto a stable image. The
essential mechanism é&iM is a trigger, which is designed to follotine peaks of the
auditory channel. Because triggering occurs at the same point in a repeditigiorm,

a stable image of the waveform is preserved for periodic signals.

| consider two components diie trigger mechanism; eaderves tolimit the
points at whichthe trigger caroccur. The most important component &M is a
thresholdthat decays over several millisecondse first component triggersvhen the
auditory channel’s output exceeds this time-vargimgshold.The secondmechanism
limits triggering to each local maxima or peaks of the output channel.

Figure 3 summarizes these mechanisiwighout these mechanisms to constrain
triggering,AIM triggers at every point ithe waveform,and theresults looknearly
identical to an autocorrelatiotorrelogram. Adding alecay threshold20ms in the
current study) causes the largest qualitative change. Depending on thdirdecafythe
threshold, the trigger mechanism will tend tbnd the largest peak of the input
waveform and be set off at only this ofgeriodic) point. A further refinement is
possible if we limit the trigger mechanism to fire onlythe local maximum or peak of
the waveform as Weintraub (1985) has done.
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Figure 3— Examples of three simple AtNggers. Everypositive spikecauses a triggeevent in the
left image (note similarity to autocorrelation correlogram). The middle plot shows a stable image with a
threshold that decays linearly and resets after each trigger event (note asymfrtegryjght plotshows
the resultwith atrigger event at everjocal maximum (note sharpenedpeaks).Any combination of
these mechanisms produceseasonable correlogranThe AIM correlograms studied itthis paper use
both trigger mechanisms.
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One difference between these correlograms is thethediytheypreserveemporal
asymmetry in the originavaveform. Irino (1996) reportthe perceptual difference
between one waveform and its time-reversedsin. It is easy teshow that the
autocorrelation correlogram is symmetric amoluld mask anyemporal asymmetry in
the channel waveform. In contrast, the threshold-decay correlogram does preserve some
asymmetry.

3.3 MTF Correlogram

The third correlogram model is based on MTF experiments of Langner (1988) and
other scientists. One way that neurophysiologists characterize auditory neurons is by the
neuron’s response to amplitude-modulated tones. In many cases, neurons respond with
the largest number of spikes to a narrow range of envelope frequencies.

| simulated this neurophysiological result by using a bank of modulation detectors
at the output okach cochleachannel. limplemented the MTF detecttmank with an
FFT and rearranged thEFT bins suchthat the horizontabxis corresponded to the
period. This axis is similar to the delay representation in the other correlogram displays.

A striking feature othe MTF correlogram is iteesponse tehe harmonics of a
click train. The fundamental and tHg@gh harmonicsshow a strong response at the
fundamental period anlitle response ahe second through eighth harmoni@sotice
the blank white areas @&.8ms delay). Of course, amuditory channel near the
fundamentahas a strong@nvelope at the fundamenfa¢riod, as shown in Figure 2.

The sameaesponse patterngccur for auditory channels with higF, since several
harmonics are included infédter. A high-frequency channel’s response has a strong
response at the fundamental frequency, as reflected in the MTF correlogram.

The low harmonics (second througdighth) are differenfrom the rest. Each
harmonic is resolved bthe cochlear filtebank,and most ofthe energy of the MTF
correlogram is at thdatarmonic’s frequency and the associated harmdidigs to the
harmonics introduced by the half-wave rectifier detector). But there is no response at the
fundamental period.

4 Correlogram Tests

This section compares the three types of correlograms basedMhFatest and
two pitch tests. First, | consider the sensitivity of a cell in each correlogram to AM, and
measure the cells MTF. Then, we consider the three correlograms in two typteh of
experiments. First, we see whether the correlograms model an important agpttt of
perception—the firsieffect of pitch shift. Second, we studwhether correlograms
replicate the dominance region of pitch perception.



4.1 Correlogram MTF

The three correlograms have markedly different behawithr respect totheir
MTF. Because the neurophysiologicdta (Langner 1988)shows a narrowpeak
around the BMF, | plot the response of eaorrelogram pixel orneuron with a
characteristic frequency &kHz and a besnodulation frequency (BMF) d200Hz. |
measured the MTF using a 5kHz carrier, AM modulated at a range of frequencies.

Figure 4showsthe results of this analysis. Not surprisingjpe correlogram
based on envelope detection—the MTF correlogram—has the sharpest response and the
smallest off-frequency response. The auto-correlationAdcorrelograms are not as
selective. Many different modulation frequencies produce a responsenauton with
a 5ms delayThere are mangms periodicities in akHz carrier, nomatterwhat the
modulationfrequency. Thusthe autocorrelation andlM correlograms poorlynodel
Langner's MTF data.
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Figure 4 — Modulation transfer functions for a correlogram neuron with best frequency
of 5kHz and a BMF of 200Hz. The MTF correlogram is close to the neurophysiological
data (Langner 1988).

4.2 Correlogram Pitch

Correlograms have typically excelled in modeling of human pitch perceptich;
models often are based on the periodicity ofdigmal. Wecollapse the correlogram by
integrating across frequency to forrthe summarycorrelogram.The peaks of the
summary correlogram provide a good model of human pitch perception (Mexiis
Slaney 1990)The summary correlograms compufeaim each of thecorrelograms in
Figures 2 and 3 all have the peak positioned correctly.

The results are not as uniform for more difficult pitch examples. The first effect of
pitch shift is a standard teshat shows howthe pitch of inharmonicsounds is
perceived. In this experiment, sinusoid$-&t00, f, andf+100Hz are added together
and the perceived pitch is judged. Figure 5 shows the result for all three correlograms.

The fine time structure,rather than the envelopgequency, mostaccurately
models human perception of the first effect of pitch shift. An alternate way to synthesize
our example is to amplitude modulate thase frequency by a 100Hz sinave. The
MTF correlogram detects this envelope. Unfortunately, the MTF correlogram is blind to
the fine temporastructure, as shown in Figure 5, whéwgh the autocorrelation and
AIM correlograms track the pitch correctly.

Figure 5 — Predicted pitches for
three different  correlograms
showing the first effect of pitch as
a function of center frequency, f
The o marks are the auto-
correlation correlogram, the x
marks are the AIM correlogram
prediction, andthe + marksare the
MTF correlogram prediction. The
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4.3 Correlogram Dominance

Many researchers have studied which parts @bandaffect pitchperception.
Normally, all harmonics of aound produce consistegwidencefor a single pitch. In
this experiment, we shifihe low and high harmonics ilifferent directions to test
which harmonics are most importdot the pitchjudgment.The ratio of the summary
correlogram values at theeaks due tdhe harmonics shifted higheersus lower is
compared to 1. When the ratio is greater than 1,hitje-shifted harmonicare most
important; when the ratio iessthan 1, thdow-shifted harmonicare determining the
pitch. The transition point is then plotted as a function of the fundamental frequency of
the harmonic sequence. Figure 6 shows the result for two of our three correlograms.

8 Figure 6 — A comparison gbitch dominance
| for autocorrelationand AIM correlograms.This
oL B AlM plot shows theharmonicwhen an ambiguous
88 sound shifts from the low to high pitch, it
£ % 4 indicateswhich harmonicsare most important
T£Z - for the pitch judgment. The psychoacoustta
2 Autocorrelation are close to thewutocorrelationresult. The MTF
200 400 600 800Hz correlogram can not be measured with this test.

As described by Meddis and Hewitt991), the autocorrelation correlogram
tracks human perceptiorThe AIM correlogram, for reasonthat | do not yet
understand, does not do as well in this test. No measurement of the MTF correlogram is
possible due to the unimportance of the second through eighth harmonics.

5 Discussion

We discussedhe connections amongorrelograms, tahe neurophysiological
dataand psychoacousticesults. Analysis of the temporal aspects ofsaund is
important for many psychoacoustiesults,yet the neurophysiological mechanisms are
not understood. Auditory pathways preserve the temporal information, yet itéteait
how this information is converted into an auditory perception.

We used several kinds of temporal analysis to build three correlograsosirod.
The three modelsnatch theneurophysiological and psychoacoustiata tovarying
degrees. Autocorrelation is the simplest tdescribe, and modelsnany of the
psychoacoustic data, but is neurophysiologically implausBéxeral variations of
Patterson’s AIM produce good results and are plausible. A correlogram built with MTF
neurophysiology data poorly matches the psychoacoustic pitch data.

Two types of furtherexperimentswould connect theneurophysiology to the
psychoacoustics results. Firapplication of inharmonisounds tocells thatrespond
well to AM modulationwould help us to rule out MTF as a model tdmporal
processing. Seconddentifying the delaypathways andthe correlatorsthat map
periodicities would help us better understand how time is used by the brain.

6 Acknowledgments

This paper was shaped by Richard F. Lyon, Roy PatteRay Meddis,Steven
GreenbergWilliam Yost, Shihab Shammdidier Depireux, Michele Covell, Daniel
Levitin, Lyn Dupré and the participants of the Stanford Hearing Seminar.
7 References

Cariani, P.A. and Delgutte, B. (1996) Neural correlates of the pitch of complex tones. I. Pitch and pitch
salience. J. Neurophysiol. 76, 1698-1716.



Carr, C.E. and Konishi, M. (1990) A circuit for detection of interaural time differences in the brainstem
of the owl. J. Neurosci. 10, 3227-3246.

Depireux, D., Klein, D.J., Simon, J.Z., Shamma, S.A. (1997) Neural correlates of pitchinfietiar
colliculus. Abstracts of the 1997 Midwinter Meeting of the ARO.

Irino, T. and Patterson, R.D. (1996) Temporal asymmetry in the auditory system. J. Acoust. Soc. Am.
99, 2316-2331.

Langner, G and Schreiner, C, (1988) Periodicity coding in the inferior colliculus of the biuronal
mechanisms. J. Neurophysiol. 60, 1799-1822.

Licklider, J.C.R. (1951) A duplex theory of pitch perception. Experentia 7, 128-131.

Meddis, R.andHewitt, M.J. (1991) Virtual pitchand phasesensitivity of a computemodel of the
auditory periphery: | pitch identification. J. Acoust. Soc. Am. 89, 2866-2882.

Patterson, R.Allerhand, M., Giguere, C. (1995) Time-domain modeling of periphesabitory
processing: A modular architecture and a software platform. J. Acoust. Soc. Am. 98, 1890-94.

Slaney, M. and Lyon, R.F. (1990) A perceptual pitch detector. IEEE ICASSP, Albuquerque, NM.

Suga, N. (1990) Cortical computational maps for auditory imaging. Neural Networks 3, 3-21.

Weintraub,M., (1985) A theoryand computationalmodel of auditory monaural sound separation,.
Ph.D. Dissertation, Stanford University.

Yost, W. (1997) Defining the limits of pitch: Iterated rippled noise. Abstracts 1997 MWM of ARO.



